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Background:Whether artificial intelligence (AI) assis-
tance is associated with quality of care is uncertain.

Objective: To compare initial AI recommendations
with final recommendations of physicians who had
access to the AI recommendations and may or may
not have viewed them.

Design: Retrospective cohort study.

Setting: Cedars-Sinai Connect, an AI-assisted virtual
urgent care clinic with intake questions via structured
chat. When confidence is sufficient, AI presents diag-
nosis and management recommendations (prescrip-
tions, laboratory tests, and referrals).

Patients: 461 physician-managed visits with AI recom-
mendations of sufficient confidence and complete
medical records for adults with respiratory, urinary,
vaginal, eye, or dental symptoms from 12 June to
14 July 2024.

Measurements: Concordance of diagnosis and man-
agement recommendations of initial AI recommenda-
tions and final physician recommendations. Physician
adjudicators scored all nonconcordant and a sample
of concordant recommendations as optimal, reasona-
ble, inadequate, or potentially harmful.

Results: Initial AI and final physician recommendations
were concordant for 262 visits (56.8%). Among the

461 weighted visits, AI recommendations were more
frequently rated as optimal (77.1% [95% CI, 72.7%
to 80.9%]) compared with treating physician decisions
(67.1% [CI, 62.9% to 71.1%]). Quality scores were
equal in 67.9% (CI, 64.8% to 70.9%) of cases, better
for AI in 20.8% (CI, 17.8% to 24.0%), and better for
treating physicians in 11.3% (CI, 9.0% to 14.2%),
respectively.

Limitations: Single-center retrospective study. Adjudi-
cators were not blinded to the source of recommen-
dations. It is unknown whether physicians viewed AI
recommendations.

Conclusion:When AI and physician recommendations
differed, AI recommendations were more often rated
better quality. Findings suggest that AI performed
better in identifying critical red flags and supporting
guideline-adherent care, whereas physicians were
better at adapting recommendations to changing
information during consultations. Thus, AI may have
a role in assisting physician decision making in virtual
urgent care.
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A rtificial intelligence (AI) has shown promise in var-
ious health care domains, including diagnostic ra-

diology (1, 2), cardiology (3, 4), pathology (5), and risk
prediction and screening (6, 7). However, systematic
reviews highlight the limited number and quality of
studies evaluating AI in real-world clinical practice, partic-
ularly in primary care (8–11). Moreover, most existing
studies focus on AI performance on narrow tasks, such as
image interpretation or risk prediction for specific out-
comes, rather than on AI’s potential to support diagnosis
and management. This study aimed to address these
gaps by comparing AI system diagnosis and manage-
ment recommendations with treating physician decisions
during real-world, acute, virtual urgent care visits. Eligible
visits were those with common symptoms for which the
AI systemhas shown high diagnostic accuracy (12).

METHODS

Clinical Context
This retrospective cohort study was conducted

using data from Cedars-Sinai Connect (CS Connect), a

virtual primary and urgent care clinic in which physi-
cians are presented with AI-based intake, diagnosis,
and management assistance. The clinical workflow and
the interfaces between the patient, AI, and physician are
illustrated in Figure 1. Patients access the service via a
mobile application, initiating visits by entering their med-
ical concerns and, for first-time users, providing demo-
graphic information. An expert AI model conducts a
structured dynamic interview, gathering symptom infor-
mation and medical history. On average, 25 questions
are answered over a period of 5 minutes. An algorithm,
using this information and data from the patient’s elec-
tronic health record (EHR), provides initial information
about conditions with related symptoms to patients who
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Figure 1 . Clinical workflow and interfaces between patient, AI, and physician.

MEDICAL RECORDS

The patient medical record is synced from
the hospital's EHR system (including most
relevant medical information per patient
symptom such as chronic conditions,
medications, allergies, etc).

Based on the intake and data from the
patient's EHR, the AI generates a ranked list of
differential diagnoses and suggests
management recommendations (prescription
drugs, laboratory tests, and referrals).

Recommendations are then presented to the
clinician within the EHR. The physician reviews
the case, starting  with the summary of
the symptoms, HPI, additional insights, such as
open care gaps and related longitudinal data.

When the probability of requiring an ED
referral falls within an intermediate range, the
system suggests considering an ED referral
but withholds all other recommendations.

Patient opens app to
seek care (immediate
or scheduled an
appointment).

K Health AI Medical Chat is
conversing with the patient and
simultaneously reviewing the 
patient's medical record in order to
mimic a clinician pre–visit intake.

The physician conducts a
video visit, documents the
diagnosis, and creates the
orderings in the hospital's
EHR.

Patient receives a visit
summary and can return
for follow-ups as needed.

MEDICAL RECORDS DOCTOR AI

PATIENT PATIENT AI PATIENT DOCTOR

This figure illustrates the clinical workflow of CS Connect, a virtual primary and urgent care clinic, where AI-driven intake, diagnosis, and management
assistance are integrated with physician decision making. Patients initiate care through a mobile application by describing their symptoms and medical
history. The AI model dynamically interviews patients, gathering an average of 25 responses over a period of 5 minutes, and incorporates data from the
EHR to generate a ranked list of differential diagnoses and management recommendations (prescriptions, laboratory tests, referrals). These recommen-
dations are available to the physician via the EHR during a video consultation. The physician can review the AI-provided information, make final diagno-
ses, and determine the appropriate treatment plan. In cases where AI predictions have low confidence (defined based on intermediate probability of an
ED referral), recommendations are withheld. After the consultation, patients receive a visit summary and follow-up instructions. AI¼ artificial intelli-
gence; ED¼ emergency department; EHR¼electronic medical record; HPI¼history of present illness; Pt¼patient. (The following images were repro-
duced with permission from iStock.com and Dr. Stephanie Foley: the computer, the patient, and the physician).
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can then initiate a video visit with a physician. The algo-
rithm also suggests management recommendations to
treating physicians, including potential medication pre-
scriptions, laboratory test orders, and referrals to appro-
priate care settings. These AI recommendations can be
viewed through the EHR systemduring a video consulta-
tion before the physician makes their final diagnosis and
treatment decisions.

The AI system was developed by K Health, a tech-
nology company, and is in use in the CS Connect
clinic and other clinics in the United States operated
by or jointly with K Health. The AI system is an ensem-
ble of discriminative machine-learning models, includ-
ing boosting algorithms and neural networks, trained
on real-world EHR data from a large U.S.-based tele-
health clinic and augmented with rule-based logic
based on guidelines and medical knowledge. These
models, specialized for different medical domains and
data types, were developed using visit data from adult
patients with acute conditions, incorporating reported
symptoms, medical history, and relevant imaging. The
AI system uses a selective recommendation protocol
based on confidence calibration (13, 14). When the
probability of requiring an emergency department
(ED) referral falls within an intermediate range, the sys-
tem only suggests considering ED referral andwithholds
all other recommendations, preserving independent
physician judgment in cases of indeterminate acuity,
where AI predictions may be less beneficial (hence-
forth “low confidence”). This design is more applicable
to real-world clinical settings with several levels of com-
plexity. The model architecture and development are
discussed inmore detail in the Supplement 1 (available
at Annals.org). Regardless of AI recommendation avail-
ability or confidence, all patients proceed to a video
visit with a physician, ensuring further evaluation and
appropriate care.

Although physicians had access to AI recommen-
dations, the CS Connect user interface for the period of
analysis required them to actively scroll down to view
these suggestions. It is therefore uncertain whether
and how frequently physicians viewed these recom-
mendations or incorporated them into their clinical
decision making. Consequently, this study compares
initial AI recommendations to the decisions made by
physicians who had access to the AI recommenda-
tions but may or may not have viewed them.

Ethical Approval
The Cedars-Sinai Internal Review Board (reference

STUDY00003707) reviewed and approved this study
protocol. Patient consent was waived.

Study Sample
Based on an a priori decision, the study population

consisted of all visits between 12 June and 14 July
2024, with chief symptoms for which prior analysis has
shown high AI accuracy: respiratory, urinary, vaginal,

eye, and dental (12). Cases were excluded if they had
incomplete video recordings or missing critical infor-
mation, if the AI withheld recommendations due to low
confidence, or if the cases weremanaged by a nonphy-
sician clinician. The remaining cases were automatically
classified, based on predefined rules and structured
EHR data, as concordant when all physician diagnosis
and management decisions aligned with the AI recom-
mendation and as nonconcordant when any of them
did not align. Concordance was defined as agreement
on the following criteria: having the same diagnosis
group (for example, viral respiratory conditions), having
the same prescription medication regimen (including
class, type, and dose), having the same type of labora-
tory tests, recommending nonurgent referrals (that is, for
in-person or specialist care), and recommending
urgent referrals (that is, to an urgent care center or
ED). Concordance classification required agreement
across all of these criteria. If the AI recommendations
and physician decisions differed on any of these di-
agnosis or management criteria, the case was classi-
fied as nonconcordant.

The sample of cases for manual physician adjudi-
cation consisted of all nonconcordant cases and a
randomly selected subset of concordant cases. This
sampling approach was intentionally unbalanced to
optimize limited physician adjudication resources, as
concordance across all diagnosis and management
criteria between AI and physician indicates alignment
in decision making, requiring fewer cases to confirm
quality.

Adjudication
Four expert physicians specializing in family, inter-

nal, andemergencymedicine, eachwith at least 10 years
of experience, reviewed the cases using a 2-step pro-
cess. The initial review involved 2 adjudicators inde-
pendently examining each case. The review included
the patient’s intake questionnaire responses, the video
encounter transcript, and the physician’s diagnosis and
management decisions. Approximately 20 minutes
were spent per case. Adjudicators were blinded to the
identities of the original patient and physician. Scores
were provided for both the physician’s and AI’s diagnosis
and management decisions using a 4-point scale:
optimal management (appropriate diagnosis and
guideline-adherentmanagement), reasonable (for exam-
ple, recommending treatment of likely viral pharyngitis,
contrary to guidelines), inadequate (for example, pre-
scribing antibiotics for a viral condition), and potentially
harmful (for example, failure to refer a seemingly urgent
case to the ED). Deviations from guidelines were eval-
uated in context (for example, considering a patient’s
reported travel plans when evaluating antibiotic prescrip-
tions for borderline sinus infections). See Supplement 1
for detailed adjudication instructions.

In cases where the scores of the 2 adjudicators for
either the AI or the physician differed by more than
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1 level (namely, optimal vs. inadequate or potentially
harmful, or reasonable vs. potentially harmful), a third
adjudicator was involved. The 3 adjudicators then con-
vened to discuss the case. Consensus was sought but
not forced, with each adjudicator recording their final
score. An adjudicator summarized the key reasons in
cases where the AI and physician scores differed.

Statistical Analysis
A 4�4 contingency table was constructed com-

paring adjudicator-assigned scores between AI and
physician decisions. Marginal distributions of scores
for AI and physician decisions were computed, as well
as the proportions of cases in which the AI score was the
same, higher, or lower than the physician score. These
statistics were calculated for the sample of all cases and
as auxiliary analyses, separately for each group of acute
symptoms.

All analyses incorporated 2 weighting factors. First,
to account for stratified sampling, weights were applied
to each of the 2 strata (concordant and nonconcordant
cases) to reflect the ratio of the sample size to the popu-
lation size within each stratum. Second, to account for
the variable number of adjudicators per case, case-level
weights were applied: one half for each score in cases
reviewed by 2 adjudicators and one third for each
score in cases reviewed by 3 adjudicators. When sum-
ming observations, the final weight for each adjudicator
score was calculated as the product of these 2 weights.
When these combined weights were applied, the
weighted sum of adjudicator scores equaled the
total study population for both AI and physician
assessments.

Confidence intervals for proportions were calcu-
lated using the logit-transformed binomial method via
the “svyciprop” function from the “survey” package in R
with the “logit” option (15). This approach fits a logistic
regression model to estimate the log-odds of the pro-
portion, computes a Wald-type confidence interval on
the log-odds scale, and back-transforms it to the prob-
ability scale using the inverse logit function. The logit
transform is particularly advantageous for small pro-
portions near 0, as it ensures that the confidence inter-
val remains within the (0 to 1) range, avoiding negative
proportions. This method also accounts for the effect
of the complex sampling design, including stratified
sampling and clustering at the case level, on estimation
uncertainty (16).

Interrater reliability was calculated using Cohen’s
Kappa to measure agreement beyond chance between
adjudicators (17). Kappa values were computed for
each pair of adjudicators using 4�4 contingency
tables of their scores for both AI and physicians in
jointly reviewed cases. The “cohen.kappa” function
from the “psych” package in R was used to calculate
Kappa for each pair (18). A weighted mean Kappa was
derived to summarize agreement across all adjudicator
pairs, with weights proportional to the number of cases
reviewed per pair.

Role of the Funding Source
The study was sponsored by K Health. Cedars-

Sinai is involved in a joint venture for the CS Connect
project. The sponsor had a role in extracting and ana-
lyzing data from EHRs, conducting case adjudication,
and providing logistic and administrative support and
supervision, as performed by its employees (Z.K., L.H.,
T. Brufman, T. Beer, R.I., K.L., I.F., and R.S.). D.Z. (Tel
Aviv University) and J.P. (Cedars-Sinai) were responsi-
ble for the study design, with D.Z. supervising the sta-
tistical analysis. Data interpretation and manuscript
preparation were led by D.Z., J.P., and C.G. (Cedars-
Sinai), who retained full independence in interpreting
the results and drafting the manuscript. The sponsor
reviewed the manuscript draft to ensure the exclusion
of confidential information, but did not influence the
interpretation of the data, the conclusions drawn, or
the decision to submit the manuscript for publication.

RESULTS

Sample Characteristics
During the study period, 1023 visits were made

to the virtual clinic by adults with acute symptoms
(Figure 2). Of these, 733 met the inclusion criteria.
After excluding 94 cases due to incomplete records
(generally due to technical issues), 133 cases where
the AI withheld recommendations, and 45 cases that
were managed by a nonphysician advanced practice
clinician, the final sample consisted of 461 cases.
Table 1 summarizes the descriptive statistics of this
sample. The mean age was 45.3 years, and 70.2% of
patients were female. Common background condi-
tions included anxiety/depression (44.7%) and dyslipide-
mia (36.2%), with an average of 2.1 chronic conditions
per patient. Acute symptoms were predominantly respi-
ratory (65.3%), followed by urinary (20.4%), vaginal
(6.9%), eye (6.5%), and dental (0.9%). Adjudicated cases
involved visits with 18 physicians. Physician specialties
included family medicine (10 physicians), internal med-
icine (4 physicians), and emergency medicine (4 physi-
cians). All physicians had a minimum of 2 years of
postresidency clinical experience.

Physician decisions were classified as concordant
with AI recommendations in 262 cases (56.8%), 85 of
which were randomly selected for adjudication. All
199 nonconcordant cases (43.2%) were adjudicated.
Stratum sampling weights were 3.08 for concordant
cases and 1.0 for nonconcordant cases, reflecting
their respective sampling fractions. A third adjudicator
was required in 116 cases, comprising 2 concordant
and 114 nonconcordant cases.

The adjudication process yielded 1368 scores, cor-
responding to 684 paired scores (1 for the AI and 1 for
the physician) across 284 adjudicated cases. For non-
concordant cases, 512 paired scores were generated:
170 from 85 cases reviewed by 2 adjudicators and 342
from 114 cases with 3 adjudicators. For concordant
cases, 172 paired scores were generated: 166 from
83 cases with 2 adjudicators and 6 from 2 cases with
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3 adjudicators. The mean pairwise Cohen’s Kappa for
interrater reliability of final scores was 0.756 (Table 1 in
Supplement 2, available at Annals.org). Cross-tabula-
tions of adjudicator scores for all pairs of adjudicators
are presented in Tables 2 to 6 in Supplement 2.

Joint Distribution of AI and Physician Scores
Figure 3 summarizes adjudicators’ scores of the

diagnostic and management decisions made by AI
and physicians in a weighted sample of ñ¼461 cases
(we use ñ to denote weighted case counts, which may
be noninteger). Panel A of Figure 3 shows the cross-

tabulation of scores assigned to AI recommendations
(rows) and physician decisions (columns). Panel B of
Figure 3 summarizes themarginal distributions of scores
for both AI and physicians. Table 7 in Supplement 2
presents the marginal distribution of physician and AI
scores separately for each adjudicator.

In the cross-tabulation (Figure 3, A), the most fre-
quent cell was optimal scores for both AI and physi-
cians, occurring in 58.3% of cases (95% CI, 54.3% to
62.3%; ñ¼268.9). Overall, adjudicators rated AI and
physician scores as equal in 67.9% of cases (CI, 64.8%
to 70.9%; ñ¼313.0). The AI scores were higher than

Figure 2 . Sample construction.

Cases excluded in which
persons presented with

other symptoms (n = 290)
  

All acute cases at the clinic
during the study period

(n = 1023) 

  

   

Cases excluded due to
incomplete records (for
example, missing video

recordings) (n = 94)  
   

Cases in which persons
presented with respiratory,
urinary, vaginal, eye, and

dental symptoms (n = 733)

Cases excluded with AI-
withheld recommendations

(due to low confidence)
(n = 133) 

 

 

Cases with complete
records (n = 639)  

Cases excluded for being
handled by a nonphysician

clinician (n = 45) 

 

   

Cases with AI
recommendations

(n = 506)    

Study sample
(n = 461) 

  

Physician and AI
concordant (n = 262; 57%

of study sample)   

Adjudicated randomly
sampled concordant cases
(n = 85; 32% of all such

cases)    

Physician and AI
nonconcordant (n = 199;
43% of study sample)   

Adjudicated
nonconcordant cases
(n = 199; 100% of all

such cases)

 

  

The diagram shows the sample inclusion and exclusion criteria. The 94 excluded incomplete records are casesmissing critical information due to techni-
cal factors: 42 records with missing intake data and 36 with missing video recordings; 13 cases with partial intake data due to errors in either the mobile
application or questionnaire module collecting patient responses; and 3 cases where adjudicators could not access the patient electronic health record
when performing the adjudication. By its design, the AI model withheld recommendations due to low confidence in 133 cases (see Clinical Context sec-
tion for details). Concordant cases refer to cases where physicians’ diagnoses and management decisions were congruent with the AI recommenda-
tions. Nonconcordant cases refer to cases where they differed. Adjudicated samples include a random subsample of concordant cases (n¼85
adjudicated cases of 262 cases) and all nonconcordant cases (n¼199). AI¼ artificial intelligence.
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the physician scores in 20.8% of cases (CI, 17.8% to
24.0%; ñ¼95.7) and lower in 11.3% of cases (CI, 9.0%
to 14.2%; ñ¼52.2). Cross-tabulations and marginal
distributions for subsets defined by patient symptoms
(except for dental, which were present in only 4 cases)
are presented in Figures 1 to 4 in Supplement 2.

Marginal distributions (Figure 3, B) indicate that
adjudicators rated AI recommendations as optimal,
the highest score, in 77.1% of cases (CI, 72.7% to
80.9%; ñ¼355.3), compared with 67.1% of cases for
physician decisions (CI, 62.9% to 71.1%; ñ¼309.5).
The AI recommendations were less frequently rated
as potentially harmful, the lowest score (2.8% [CI,
1.4% to 5.2%]; ñ¼12.7), compared with physician
decisions (4.6% [CI, 2.9% to 7.3%]; ñ¼21.4).

Across all symptom types, AI recommendations
were rated higher than physician decisions in 14.4%
to 40.8% of cases (Figures 1 to 4 in Supplement 2).
The highest proportion was observed in urinary

symptoms (ñ¼89.1 cases), with 40.8% rating AI better
(CI, 33.9% to 48.2%) compared with 9.2% rating physi-
cians better (CI, 4.8% to 16.8%). For respiratory symp-
toms (ñ¼298.8 cases), AI was rated higher in 15.9% of
cases (CI, 12.7% to 19.9%) compared with physicians
being rated higher in 11.7% (CI, 8.8% to 15.4%). The
lowest proportion was observed for vaginal symptoms
(ñ¼32.5 cases), where AI and physician scores were
rated higher, respectively, in equal proportions (14.4%
AI better [CI, 6.7% to 28.0%] vs. 14.4% physician better
[CI, 6.7% to 28.0%]).

Examples of optimal recommendations include
prescribing amoxicillin for a sore throat with a Centor
score of 4 or ordering urinalysis and urine culture
instead of treating empirically in a patient with recurrent
urinary tract infections. Reasonable recommendations
include ordering a bacterial culture for a patient with a
sore throat and Centor score of 1 (19). Inadequate rec-
ommendations involved not ordering urinalysis and
urine culture for a patient with recurrent urinary tract
infections or prescribing antibiotics for viral upper respi-
ratory infections. Potentially harmful recommendations
included failing to refer cases of eye pain with suspected
foreign body or COVID-19 with fatigue and shortness of
breath to the ED, as well as prescribingmedication with-
out accounting for known drug allergies.

Table 2 summarizes adjudicator comments on all
111 nonconcordant cases where adjudicators rated AI
and clinician recommendations differently and at least
1 was rated inadequate or potentially harmful. In 64%
of these cases (n¼71), AI recommendations were
rated better than physician decisions. The most com-
mon reasons for AI outperformance were physician
omission of optimal laboratory and imaging referrals or
unjustified empirical treatment (22.8%), deviation from
clinical guidelines (16.3%), and omission of necessary
in-person referrals to an ED, an urgent care center, or
specialists (15.2%). Notably, physicians sometimes
overlooked critical risk factors and red flags (4.4%),
such as ocular pain with contact lens use. Conversely,
physicians were rated better in 36% of cases (n¼40).
The primary reasons for physician superiority included
avoiding inappropriate ED referrals (8.0%), better han-
dling of evolving or inconsistent patient-reported his-
tories (6.2%), making necessary in-person referrals that
the AI omitted (5.9%), and correcting AI diagnoses
based on virtual physical examination validation (4.4%).

DISCUSSION

We found that initial AI recommendations in vir-
tual urgent care visits for common symptoms were
generally concordant or rated by physician adjudicators
as better than final physician recommendations. The AI
diagnosis and management recommendations were
more likely to be rated as optimal (77.1% [CI, 72.7% to
80.9%]) compared with physicians (67.1% [CI, 62.9% to
71.1%]) and less likely to be rated as potentially harmful

Table 1. Sample Summary Statistics) (n¼461)*

Visit Characteristics Summary
Statistics

Demographic characteristics
Mean age, y 45.3
Female, n (%) 322 (69.8)

Race, n (%)
White 274 (59.4)
Black 55 (11.9)
Asian 51 (11.1)
Other 60 (13.0)
Unknown 21 (4.6)

Ethnicity, n (%)
Hispanic of Latino 77 (16.7)
Not Hispanic of Latino 344 (74.6)
Unknown 40 (8.7)

Background conditions
Anxiety/depression, n (%) 206 (44.7)
Dyslipidemia, n (%) 167 (36.2)
Obesity, n (%) 136 (29.5)
Hypertension, n (%) 101 (21.9)
Asthma, n (%) 67 (14.5)
Mean chronic conditions, n 2.1

Acute symptom, n (%)
Respiratory 301 (65.3)
Urinary 94 (20.4)
Vaginal 32 (6.9)
Eye 30 (6.5)
Dental 4 (0.9)

Mean visit duration, min 17.7

* This table summarizes the demographic and clinical characteristics
of the study sample. Presenting symptoms were classified into the follow-
ing categories: respiratory, urinary, vaginal, eye, and dental. Respiratory
symptoms included cough, sore throat, COVID-19, nasal congestion, sinus
infection, upper respiratory infection, strep throat, and runny nose. Urinary
symptoms included bladder infection, urinary tract infection, burning or
painful urination, and urinary urgency. Vaginal symptoms included vaginal
yeast infection, itch, or unusual discharge. Eye symptoms included eye
infection, redness, or discharge. Dental symptoms include dental pain.
Percentages may not sum to 100 due to rounding.
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(2.8% [CI, 1.4% to 5.2%] vs. 4.6% [CI, 2.9% to 7.3%]).
These findings align with prior studies highlighting AI’s
potential in medical decision support in radiology, cardi-
ology, and pathology (5, 20, 21) and extends that poten-
tial to diagnosis and management of common medical
symptoms in a real-world virtual urgent care clinic.

Our observations suggest that AI showed particu-
lar strength in adhering to clinical guidelines, recom-
mending appropriate laboratory and imaging tests,
and recommending necessary in-person referrals. It
outperformed physicians in avoiding unjustified em-
pirical treatments and recognizing key risk factors that
may trigger a change in diagnosis or management.
Conversely, physicians excelled in adapting to evolving
or inconsistent patient narratives, where the information
disclosed during the consultations differed from the

information provided during the chat intake question-
naire. Physicians also seemed to demonstrate better
judgment in avoiding unnecessary ED referrals and in
accurately diagnosing conditions requiring visual assess-
ment; AI that is augmented by photographic validation
could help address this latter finding.

Our findings suggest that well-designed AI deci-
sion support has the potential to improve clinical deci-
sion making for common acute symptoms. This may
result, for example, from AI’s ability to identify relevant
clinical EHR information not readily apparent to a physi-
cian or by better adherence to evidence-based guide-
lines. Because the interface in use at the time did not
optimize physician viewing of these recommendations
and we do not know whether physicians used them,
we believe our findings represent a conservative

Figure 3 . Comparison of adjudicated scores of AI and physician recommendations.
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AI¼ artificial intelligence; ñ¼weighted case count. A. A 4� 4 contingency table comparing adjudicator-assigned scores for AI and physician diagnostic
andmanagement recommendations across 461 weighted cases. Each cell shows the weighted count (ñ) and proportion (%) of cases assigned the corre-
sponding combination of AI (rows) and physician (columns) scores, with 95% CIs for the proportions in parentheses. Scores were weighted to reflect
stratified sampling and the variable number of adjudicators per case, resulting in noninteger counts; details are provided in the text and counts shown
are rounded to the nearest integer (see Figure 5 in Supplement 2 for nonrounded counts). Shading represents relative score categories: AI better, equal
score, or physician better. The key includes the proportion of cases in each category, with 95% CIs in brackets. Totals may not sum to 100% due to
rounding. B. Marginal distributions for AI and physician scores are displayed, with 95% CIs in parentheses. Totals may not sum to 100% due to
rounding.
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estimate of the potential for AI to improve care in this
setting.

The study’s strengths include its real-world setting,
the use of several expert adjudicators, and a compre-
hensive evaluation of both AI and physician decision
making across common acute symptoms. However,
several limitations warrant consideration. Information
about whether physicians used the AI recommenda-
tions would result in greater confidence about the
potential benefits of AI in this setting. The retrospective
design limits insight into how real-time AI recommenda-
tions influence physician behavior. Adjudicators had
access only to consultation transcripts, not video foot-
age, andwere not blinded to the source of the diagnosis
and management recommendation, due to their inher-
ently different format (structured AI recommendations
and a mix of structured and unstructured physician rec-
ommendations), which may have introduced bias. More
than half of the visits with nonconcordant recommenda-
tions required a third adjudicator, suggesting that deter-
mination of the quality of the recommendations had

inherent subjectivity. The absence of patient follow-up
data also leaves uncertainty about the true impact on
care quality or outcomes. Finally, the single-center
design, mostly female patients, and limited category
of symptoms limits the generalizability of these find-
ings, and the small sample size limits the ability to
evaluate for potential algorithmic bias.

Future research should include multicenter prospec-
tive studies to validate findings and explore AI integration
into clinical workflows, particularly its impact on the appro-
priateness and safety of clinical decision making, patient
outcomes, and health care utilization across diverse set-
tings and patient populations. As AI is increasingly being
considered as a tool to support clinical care, careful evalu-
ation is needed to understand how AI capabilities can
best complement human decision making and how best
to incorporate AI’s capabilities into routine clinical work-
flowswhile preserving physician oversight.

In conclusion, this study suggests that AI can enhance
clinical decision making for common acute symptoms in

Table 2. Adjudicator Reasons for Difference in Scores Between AI and Clinician Rating*

Adjudicator Reasons for Difference Share of
Cases, %

Examples

Reason AI was rated better (n571 [64%])
Physician omission of optimal laboratory and imaging referrals

or unjustified empirical treatment†
22.8 Failure to order urinalysis/urine culture for recurrent urinary tract infec-

tions; inadequate evaluation of persistent cough; omission of sexu-
ally transmitted infection testing despite reported risk factors

Physician deviation from clinical guidelines 16.3 Inappropriate prescription of antibiotics for viral infections; unwar-
ranted use of oral corticosteroids for viral upper respiratory tract
infections; utilization of third-line antibiotics for uncomplicated
urinary tract infections

Physician omission of in-person referrals (ED/urgent care/
specialist)†

15.2 Lack of referral for in-person evaluation for patients with worsening
symptoms or after several telemedicine consultations for the same
problem

Physician overlooked risk factors and red flags† 4.4 Oversight of crucial warning signs or risk factors, such as dyspnea in
patients with upper respiratory infection symptoms, ocular pain
associated with contact lens use, or foreign body presence

Inappropriate physician laboratory test referrals 2.1 Inappropriate recommendation for throat culture when Centor score is
0 to 1

Other reasons 2.1 Oversight of important anamnestic information like very recent COVID-
19 infection as a trigger for cough; premature termination of video
consultation by patient

Reason physician was rated better (n540 [36%])
AI inappropriate ED referrals 8.0 Unnecessary ED referral for young, healthy patients with COVID-19
Evolving or inconsistent patient narratives‡ 6.2 Discrepancies in patient-reported information between initial intake

and subsequent video consultation, such as recent COVID-19 infec-
tion disclosure or contradictory statements about dyspnea

AI omission of in-person referrals (ED/urgent care/specialist)‡ 5.9 Failure to refer for otolaryngological assessment after 3 sinus infections
within a 12-month period

Incorrect AI diagnosis 4.4 Misalignment between visual findings during video consultation and
information recorded during initial intake (for example, subconjunctival
hemorrhage or oral candidiasis)

AI omission of required laboratory and imaging referrals or
unjustified empirical treatment

3.3 Inadequate evaluation of persistent cough; no throat culture ordered
to rule out strep

AI overlooked risk factors and red flags‡ 3.1 Oversight of medical background of congestive heart failure in a per-
son presenting with nocturnal cough and orthopnea

Other reasons 2.7 –

Reason not provided 1.8 –

AI¼ artificial intelligence; ED¼emergency department.
* This table summarizes the types of reasons provided by adjudicators for ratings of the weighted sample of 111 cases in which AI recommendations
and physician actions were nonconcordant, rated differently by adjudicators, and at least 1 of the 2 was rated either inadequate or potentially harmful.
† Includes cases where 1 or more adjudicators evaluated the diagnosis and management recommendations of the physician as potentially harmful.
‡ Includes cases where 1 or more adjudicators evaluated the diagnosis and management recommendations of AI as potentially harmful.
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a virtual urgent care setting. Further study is needed to
understand whether AI can enhance decision making for
more complex patient care needs. Thoughtful integration
of AI into clinical practice, combining its strengths with
those of physicians, could improve the quality of care.
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